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Disinformation

According to the European Commission, disinformation refers 
to verifiably false or misleading information that is created, 
presented and disseminated for economic gain or to deliberately 
deceive the public, which could cause public harm. It may pursue 
economic gain, have ideological and electoral objectives, or be 
motivated by geopolitical interests. Disinformation forms part 
of the set of actions typical of ‘hybrid threats’ by means of 
which third countries attempt to exploit vulnerabilities of the 
European Union. Apart from international instigators, there are 
also national instigators such as ideological, religious, economic 
or other advocacy groups who may cause comparable harm. 

In practice, disinformation adopts multiple guises and is not 
always easy to identify. With far-reaching narratives, many of 
an international scope, disinformation fabricates messages that 
replace the truth with verisimilitude, mixing false and veracious 
content. The messages are flexible, adapted to location and 
current affairs in order to pervade any subject of social relevance, 
incidence or confrontation that may arise. To achieve success, 
the messages do not need to generate false beliefs, it is enough 
for them to cause confusion and create distrust or amplify bias 
and prejudice. The aim is to produce structural or profound 
changes in the public sphere rather than immediate results from 
any given piece of false news. Instigators use techniques such 
as affective attraction, simplistic or incomplete views, repetition 
or the use of artificial intelligence, as occurs in deepfakes, to 

increase their effectiveness. Among targets of disinformation 
in Spain, the main issues are politics, electoral processes and 
certain social challenges like migration.

Focal point

The causes and effects of disinformation are deeply rooted in 
the new informational context, which is heavily mediated by 
internet and the array of geopolitical, economic, technological, 
social and personal factors that modulate our relationship with 
information both on and offline. This is a multifaceted, multi-factor 
phenomenon steeped in a series of overlapping and mutually 
reinforcing dynamics, which means it is not always possible 
to establish clear relationships of cause and effect. Although 
experts agree on the risks, the complexity of this phenomenon 
makes it difficult to comprehensively analyse the impact of false 
and misleading information.

Social networks, messaging services and large digital platforms 
have changed the way in which information flows and reaches 
the public. On one hand, they have given rise to an information 
explosion of varying quality that makes it difficult to identify 
truthful content and generates uncertainty. On the other, they 
are the main source of information that simultaneously blurs 
the information flow: anyone can create, transmit and share 
content. In this disintermediation, the classic interpreters of 
reality, such as mainstream journalism, television or political 
elites, lose importance. However, they still maintain a decisive 
role in the amplification of the true or false information that 
circulates on internet and, therefore, on its impact.

Among many interrelated dimensions, experts indicate the 
importance of the geopolitical framework in the growing use 
of what are increasingly effective disinformation operations 
employed by some countries as tools to destabilize. In terms of 
systems, they also highlight a reduction of trust in democratic 
institutions. The loss of social and economic wellbeing or an 
increase in inequality or dissatisfaction, among other aspects, 
can become cracks in the fabric of states and their societies, 
leaving them more vulnerable to false information. Mainstream 
journalism, with weakened professional structures and wilting 
public trust are losing their effectiveness to curb the threat. In 
more social terms, the post-truth context, increasing affective 
polarization and the circulation of conspiracy theories promotes 
social fragmentation and reinterpretation of the relationship 
of society with falsity and veracity: at one extreme we find 
acceptance of a lie and on the other, negation of objective 
evidence. On a personal level, these realities converge with 
multiple factors, such as cognitive bias and certain socio-affective 
factors that can predispose a All of these elements converge, 
creating a strong resistance among people to the rectification 

Internet and digital developments have brought many advances, 
economic and social benefits. They also offer a new social and 
informational context that has enabled an unprecedented 
amplification of disinformation and its effects, which are a 
clear threat for democratic systems. This is an issue of national 
security that reaches critical levels at times of great social 
importance, such as during a public health crisis, electoral 
processes, or armed conflicts. Disinformation may have negative 
repercussions on public assets such as health, or erode 
democratic processes, institutions and fundamental rights such 
as the right to information. Management of this phenomenon 
is complex because certain rights, such as freedom of speech, 
might be restricted if the necessary caution and precision are 
not exercized. There is generalized public concern about this 
issue and clear symptoms of the public’s defencelessness exist.

This report explores the causes and impacts of this phenomenon 
in depth, as well as the mechanisms that could help combat it.
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of their mistaken beliefs or to acceptance of the falsity of 
information close to their heart.

Finally, the technological context is defined by a digital 
business model, which is a hurdle to the neutrality and 
plurality of the information users receive. This model seeks 
to gain a user’s attention and monetize it by means of 
advertising, taking advantage of the latest developments in 
artificial intelligence and big data analytics that underpin the 
platforms. Foremost among their techniques are algorithmic 
screening systems and targeted or personalized advertising 
and propaganda. These are tools that have an enormous 
capacity to amplify the impact of false and misleading 
information. Of particular concern is the lack of algorithmic 
transparency, which limits our understanding of their role. 
A final technological challenge is the lack of knowledge 
about the flow of false information on private messaging 
networks or about substantial advances in the use of 
artificial intelligence, for instance, using bots or deep fakes 
to spread false contents.

On the horizon

Experts highlight that dealing with disinformation 
requires both coordination and a combination of 
many instruments and measures to mitigate its

short-term effects, in addition to structured strategies 
enabling us to fight it in the long term. Experts call on 
all of the agents involved, from institutions and actors 
in the spheres of information and politics as well as 
large digital platforms and online businesses, to exercise 
responsibility and cooperate in order to avoid an exploitation 
of uncertainty and false o misleading information, adopting 
the checks and measures to do so. The general goal is 
resilience, in addition to the digital and media literacy of 
society as a whole. To achieve this aim, public policies can 
take a wide range of steps, including regulatory measures, 
to reinforce the role of both the main actors involved and 
the public themselves.

Democratic institutions are facing the structural challenge 
of fostering a dialogue with the public that reinforces trust 
and adapts to the new informational context. The role of 
journalists should also be strengthened, promoting their 
capacities and resources, independence, transparency 
and plurality as a measure to mitigate disinformation. 

Fact-checking agencies also have an important, positive 
role to play in society when it comes to monitoring and 
refuting false information, a role that can also be supported 
by other actors. 

Public resilience to false and misleading information can 
be reinforced with media literacy plans. There are many 
proposals in this area and psychology is progressing in the 
development of effective mechanisms to neutralize false 
information at the level of individuals. In social terms, another 
suggestion is to promote an ethical framework guiding the 
behaviour of people, or any other agent involved, towards 
the rejection of disinformation, promoting a redesign of 
the architectures of social networks and digital platforms 
to make the flow of false information more difficult.

The regulatory framework and policies of the EU promote 
measures aimed at defending and strengthening democracy, 
and at consolidating mechanisms that fight disinformation 
in a systemic way. These measures include attributing 
responsibilities to large digital platforms, demonetizing 
content, extending media plurality and freedom, and 
moderating online electoral content. The recently 
enacted EU Digital Services Act specifies responsibilities 
concerning disinformation in the digital ecosystem, among 
other aspects. Indeed, large social networks and digital 
platforms play an essential role in moderating the flow 
of false information and should therefore be considered 
necessary allies in the fight against disinformation. Although 
many measures have been taken to fight disinformation, 
experts still note major challenges in this field, such as the 
need for greater transparency.

While Spain is progressing in step with the EU framework, 
experts stress the importance of consolidating a national 
strategy that integrates the various dimensions of 
disinformation to structure the development of public 
policies in this field. Among other aspects, this should 
include a digital and media literacy plan. Transparency, 
accountability and international cooperation are likewise 
essential elements in any actions involving cooperation 
between the public and private sectors, and civil society.
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Internet and digital progress form a pillar of economic and social development1. They represent 
a great opportunity with many social benefits, allowing the public greater, more transversal 
possibilities to explore and access information. However, as with any other technology, when 
used with malicious or inappropriate intent, there may be new threats or an amplification of 
threats that already existed offline2. So, although disinformation is not a new phenomenon, 
its spread and the seriousness of the risks it involves in the digital age are.

Information plays a central role in society; it is the raw material that forms knowledge, as well 
as democratic debate and decision-making3-6. If information is false or misleading, it perverts 
or can even block democratic processes. Disinformation is therefore included among the 
main threats to the democratic system, as it can negatively affect public assets such as 
health, the economy and national security. It can even erode the rule of law and fundamental 
rights, influencing or delegitimizing election results with misleading or false information3,5,7-10. 
Although digital development has expanded the scope of false information, this is a complex 
phenomenon with systemic causes rooted in institutional trust, the economy, and the channels 
and technologies that mediate the information we consume6,11-16.

Disinformation is a concern for much of the general public, who also exhibit signs of vulnerability 
due to the difficulty of recognizing the truthfulness of sources or of perceiving manipulation17. 
The effects are cumulative and endure over time since false and misleading information is 
hard to rectify: it is difficult to accept that one’s own beliefs or opinions are wrong. On the 
other hand, disinformation has no frontiers and also operates in privately managed spaces, 
such as social networks, which means that its management requires both international and 
public-private sector cooperation11,18. Another element of this challenge is that the public is 
at the forefront in this war19: their minds are the territory to be conquered in this cognitive 
battle of disinformation. So digital and media literacy is a key step towards resilience.

The European Commission has taken steps against disinformation, making it clear that 
democracy cannot be taken for granted; it must be nurtured and actively protected20. In 
Spain, public authorities recognize the threat that disinformation represents for the State21,22.

Introduction

An evolving conceptual framework  

Disinformation and other information disorders

There is no general consensus on exactly what disinformation is, although there are many 
suggested classifications11,23,24. One of the most widespread classifications is that of information 
disorders, which includes three distinct but interrelated concepts11,25,26:

Misinformation (información errónea in Spanish): This is false, shared inadvertently and 
without malicious intent, either because someone has been deceived, due to honest belief 
or to carelessness.

Malinformation (información dañina in Spanish): This can be real or false, is not always 
verifiable, and is shared with the specific intent to cause harm. It may include opinion, 
personal or other types of information, which is stolen or exposed without permission25.

 Disinformation (desinformación in Spanish): This is false information with malicious intent. 
The European Commission defines it as verifiably false or misleading content that is created, 
presented and disseminated for economic gain or with the intention to deliberately deceive 
the public, which may cause public harm11. This harm includes its capacity to negatively 

Disinformation has negative 
repercussions on public health 
and safety. It undermines 
democracy and certain 
fundamental rights we cannot 
take for granted that must be 
protected.

Disinformation is a specific 
phenomenon referring to 
misleading or false information 
with malicious intent. However, 
it presents diverse forms and its 
identification, causes, effects  
are complex and multifaceted.

Disinformation in the digital age
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affect public debate and democratic processes, particularly in an electoral context, as well 
as impacting negatively on public assets like health and safety, the economy, or security 
among others22,27-30.

In practice, disinformation can be difficult to identify24,25,31,32. For instance, it is not normally 
possible to know the intent of the person who issues the false information: it may have its 
origin in an intent to harm, but its dissemination may be amplified by people who share it 
without harmful intent5. In fact, it takes advantage of the public’s (or other agents’) good 
intentions for its dissemination33. So erroneous and false information tend to fall under the 
term ‘phenomena of disinformation’34-36. Along these lines, in Spanish the word desinformación 
(disinformation) is usually used as a synonym of misinformation, información errónea in 
Spanish, regardless of the issuer’s intention37. From a legal perspective, only certain extreme 
practices, mainly connected with malinformation, are included in the Criminal Code25 (Key 
point 1).

The complexity of the disinformation phenomenon is accentuated when we consider its nature, 
causes and effects, whose scope are still not clearly understood4,24,38. Evidence indicates 
that the problem has amplified due to the changes that digital development implies in the 
way information flows and reaches the public11-14,23,39-42, which is heavily defined by social 
networks5; however, this is a multifaceted problem. In addition to the technological dimension, 
there is the question of trust in democracy and its institutions, the role of journalism as a 
guarantor of democracy, geopolitics, the economy, as well as social, individual or cognitive 
considerations4,5,33,43,44.

Key point 1. Information disorders and the Criminal Code

In 2020, in light of the serious consequences of disinformation that arose in the context of the 
COVID-19 health crisis, and with the aim of guiding legal actions45, the Spanish State Attorney 
General’s Office identified several offences typified in the Criminal Code46 that certain specific 
forms of disinformation could constitute47:

Hate crime: In Spain, data indicate this type of crime is on the rise in recent years (1,724 cases in 
2022) with racism/xenophobia (369 cases) and sexual orientation/gender identity (466) being 
the most common. These are followed by sex/gender discrimination and ideology or religion48.

Disclosing and divulging secrets: When disinformation is accompanied by disclosure of 
personal information, etc.

Crime against the moral integrity of a person: In cases that affect a particular person.

Public disorder: Related to false information about terrorist attacks, catastrophes or other 
incidents which cause alarm, situations of danger for society or require mobilization of the 
emergency services. 

Slander and libel: Slander is ‘an action or expression that harms the dignity of another person, 
discrediting their reputation or attacking their self-esteem’, whereas libel is the accusation of 
having acted or expressed an opinion ‘with knowledge of its falsehood or with reckless disregard 
for the truth’.

Crimes against public health, fraud and impersonation of a professional: Fake therapies, false 
methods of detecting diseases etc.

Crimes against consumers and the market: This covers all crimes in the Criminal Code related 
to markets and consumers, of which there are many types, which punish false information in 

the context of markets and/or consumers.

There are extreme types of 
disinformation that are typified 
as crimes in the Criminal Code, 
but most disinformation 
operates within legal bounds. 
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Narratives for disinformation 

Strictly speaking, not all disinformation is false since the concept includes the idea of 
being misleading. So, it is not simply a matter of what is commonly known as fake news34 
(false information, or more simply, lies)4,11,27,34,40,41. The distortion of information presents in 
varying degrees of false and manipulated content, which can enable the generation of far-
reaching disinformation narratives that are often subtle, which makes them more difficult 
to detect24,31,34,49-53. These degrees range from 100% false content that is created in order 
to deceive, to different degrees of alteration, such as a modified context, establishing 
false connections or sources, the use of parody or ‘hahaganda’54, as well as manipulated or 
unrelated images or videos25,31,55. Also related with propaganda are the systematic alteration 
of information, details or sources for a specific purpose, for instance by means of suppressing 
or overexposing content, or using it in conspiracy theories5,7,56,57.

Using this wide range of techniques, narratives usually intermix truthful content with false 
or manipulated content so that verisimilitude replaces the truth6,24. These narratives also 
evolve over time, including subjective elements adapted to the local context and current 
affairs4. For instance, a global narrative that seeks to delegitimize electoral processes may 
interpret any topical news story as proof of a process being manipulated or null. The Spanish 
Department of National Security has identified some international narratives of Russian 
origin, such as ‘evil elites against the people’, ‘traditional values under threat’, ‘sovereignty 
and national values under threat’, highlighting that they are based on reinforcing extremist 
political and social movements54.

Therefore, any subject, incident or confrontation of social importance is susceptible to 
exploitation by a disinformation narrative that flows at international level43. Success resides 
less in the ability to deceive than in sowing doubt, confusion, distrust or indifference 
towards a subject, institution or democratic process10,24,34,50-53 or in fostering the inability 
to recognize a set of commonly agreed facts that describe a reality58. In fact, misleading 
or false information rarely challenges the beliefs of the recipient, rather it aligns with their 
ideas and feelings to activate and reinforce their own prejudices or mistaken belief59. This 
tactic seeks to achieve long-term changes in the public that are structural or profound in 
nature, rather than immediate outcomes from a specific item of false news.

Scope and relevance in the digital age 

A matter of national security 

Internet has enabled the rise of new threats to states and amplification of the scope, 
opportunities and means available to some threats that already existed, in addition to their 
impact offline. This is the case of disinformation11-15, which, alongside others, is considered 
within hybrid threats60,61.   This constitutes a systemic threat with the potential to destabilize 
states and democratic processes7, which makes it a matter of national security.

This is the context in which operations to influence information and foreign interference 
take place4,62. The former covers the use of diverse manipulative tactics and information 
disorders of different types, while the latter includes coercive efforts that may be used in 
combination with other actions such as cyberattacks, financial or other types of pressure4,60. 
In a broader understanding of the term ‘threat’ NATO coined the term cognitive warfare63.

Digital developments amplify 
this phenomenon and make it 
easier to achieve  economic, 
ideological or geopolitical 
objectives. 

This is a matter of national 
security that can reach critical 
levels and have enormous social 
relevance.

Narratives are constructed from 
far-reaching, flexible messages 
that combine different degrees 
of truthful and false information, 
which increases their 
verisimilitude. They adapt to 
local vulnerabilities, reinforcing 
individual beliefs and 
prejudices. 

 · False or fake news: The scientific community considers the term ‘fake news’ inappropriate, mainly due to its lack 
of precision (the term is contradictory) and because it has become assimilated into political discourse to point 
the finger at information or media that contradict the agent’s point of view. If the information were only false, the 
problem could be simply addressed with fact checking processes. 
 · Hahaganda: This consists of camouflaging disinformation and manipulation with humour: ridiculing and humiliating 
politicians and political institutions to undermine credibility and trust in the chosen target.
 · Hybrid threats: These are actions undertaken by state or non-state actors, which seek to exploit the vulnerabilities 
of the European Union (EU) for their own benefit, using a coordinated combination of measures (diplomatic, military, 
economic and technological) without engaging in formal warfare.
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Despite being considered a type of warfare, in common with other structural threats, 
disinformation campaigns deliberately operate in the grey area below the threshold of war 
and usually within the law59,64. As a whole, they shape and foster narratives of disinformation59. 
Likewise, part of the challenge of halting disinformation lies not so much in detecting and 
neutralizing the false information, but rather in being able to connect the information to the 
large-scale narratives and their objectives in the long or medium term65,66.

Different ends for the same means

This is not only an external threat. The objectives and social actors connected with 
disinformation also exist at domestic or national level, and it is these actors who are of 
greater concern because they are usually better perceived by the general public17,67. The 
main motivations behind disinformation campaigns are often7,9,12:

• Economic: Derived from the interests of the instigator, ranging from fraud, unfair 
competition or the intent to strengthen or protect a specific sector/economic activity, to 
capitalize on disinformation as a business model8,9,67,68.

• Ideological: Here, the main motivation is to influence the results of electoral 
processes using disinformation64,67,69,70. In Spain, the Spanish Department of National Security67 
identifies the main ideological motives as discrediting governments, political parties or 
candidates, and undermining public confidence in the integrity of the electoral process. 

• Geopolitical: This seeks to destabilize democracy or provoke a disproportionate 
reaction, questioning the democratic nature of a country or its international prestige to 
generate division and uncertainty about socially important subjects, among others issues9,13,67. 
It is an attempt to mould new social values that can subvert the foundations of democratic 
societies4.

Motivations often converge and intermix external and national social actors to such an extent 
that it is often not possible to identify which is which4. Despite this, consensus exists that 
disinformation strategies multiply during situations of great social importance24,71,72.  For instance, 
the group of experts within the Spanish Department of National Security framework highlight4 
certain studies on the role of disinformation in the 2016 USA presidential elections,73 the French 
elections in 201774, the Brexit vote75,76, the armed conflict in Ukraine54 and, more recently, in the 
conflict in the Near East77,78. Particular attention should be paid to the infodemic79, that arose 
around COVID-19, with misleading large-scale narratives at international level regarding its origin, 
prevention or the danger of vaccinations53,80-83. In the case of Spain, studies and reports exist 
that show the role of disinformation in areas such as COVID84-86, electoral processes67,70,87-89, 
the issue of Spanish regions and Catalonia59,90 among others66,70,86,91.

Experts agree that the digital ecosystem, understood as the large social networks, platforms 
and search engines alongside private messaging, has been decisive in the democratization 
of and global access to information, its acceleration and exponential growth. Today, they are 
considered the main means of communicating information11-15, particularly social networks 
and messaging services24,92. However, evidence suggests that the speed and scope of false 
information spread by these means surpasses that of truthful information and amplifies 
the false content93. The content, channels and actors involved in how society is informed 
have also multiplied. In consonance, the classic roles of issuing agent and receiver have 
become blurred into ‘prosumers’12. These aspects facilitate decentralization: there is no 
single source, but rather many, normally coordinated, sources with a multi-directional online 
flow of disinformation10. This new context accelerates the process of disintermediation, in 
which the traditional interpreters of reality, such as mainstream journalism, political or other 
professional or institutional actors, are replaced in the digital ecosystem. 

Social networks, messaging 
services and large digital 
platforms have changed the way 
in which information flows and 
reaches the public thanks to an 
explosion of new channels and 
possibilities that form the basis 
of informational 
disintermediation.

A new social and informational context 

 · Infodemic: Term coined during the COVID-19 epidemic to describe the surfeit of information on the subject.
 · Prosumer: A consumer of a product or service, in this case information and diverse content, who at the same time 
participates in producing it.
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The technology itself and any user, real or not, anonymous or known, become the prescribers 
of content6,94. Moreover, the general interest in news, understood as journalistic information, 
has continuously decreased in recent years and is a minority interest among internauts, 
which weakens their ability to halt disinformation95,96.

Agent: instigators and distributors 

Internet amplifies the possibilities of hiding identity, generating trust and eluding the checks 
and control mechanisms aimed at limiting false information4. Agents may be state or non-state 
actors, including proxies of both4. State actors may be governments and/or their associated 
structures acting on their own or foreign populations. Some studies indicate that around 81 
countries use social networks to disseminate propaganda and disinformation based on well-
trained cyber groups or ‘cyber troops’97. The volume of business their activity represents 
is estimated at around 9 million euros for 202097. Non-state actors include corporations, 
lobbies, marketing agencies and ideologically-based advocacy groups, like political parties 
or other formations, such as religious or ethnic groups, among others4,7,70,71,98. The interests of 
state and non-state actors may converge, the distributing agents may be related with the 
instigators or not, and may act deliberately or unintentionally, which means that any person, 
organization or institution is susceptible to ‘broadcasting’ and receiving disinformation99.

It is important to note that this wide variety of actors normally operates in a coordinated 
manner, made easier by the digital ecosystem, which in turn highlights the systemic nature 
of the threat 59.

Channels: digital impact and prevalence of classic channels

In today’s information ecosystem, new online channels live alongside other information 
outlets that previously existed offline and their current digital versions96.

The digital world has enabled an explosion of thousands of mainstream journalist publications100 
and other types, such as public social networks and private messaging services, to transmit 
information with new forms and formats, like news aggregators, blogs, podcasts and a 
long etcetera. Social networks and large digital platforms are the main route of access 
to information and the news, an intermediary role that was traditionally performed by 
mainstream journalism; however, these platforms and networks do not follow any professional 
principles6,43,101. They have particular weight among younger people95 whose use of networks 
like Tik-Tok is prevalent96. For the general public, Facebook and WhatsApp are the most 
common media to be informed and interact with the news96. WhatsApp is particularly 
preferred for sharing news96. This leads to an explosion of informational possibilities, which 
can be liberating but also overwhelming6:

• The digital ecosystem brings an information overdose that covers all types of information 
both within and outside the journalistic domain, mixing opinion with information, where 
immediacy is king. While access to all types of content is promoted, the capacity to 
understand or use the content as knowledge is not43,102,103.

• Any information can appear to be journalistic or be sponsored by groups, institutions, 
experts or influential people24.

• It is quick and cheap to inject information online. In fact, disinformation campaigns may 
be fed with the creation a network with its own media and resources18.

• This has a low reputational cost for the instigators, thanks to the difficulty of attribution, 
the lack of critical awareness of a lie or to greater social acceptance of it6-8,71.

Social networks, messaging 
services and search engines 
have become the main 
mediators of information, and 
they foster the flow of 
disinformation. Political and 
media elites still have a major 
role in the mass amplification of  
false information that circulates 
on internet. 

Actors may be national or 
foreign, or both if there are 
shared interests. The digital 
ecosystem makes it difficult to 
identify them.

 · Proxies: May be agencies, organisations, etc. There is no apparent, public or direct link with the instigators, but 
proxies are covertly connected, funded and controlled by them.
 · Cyber groups: Are groups or individuals who have financial or other types of backing from governments, political 
parties or other organizations, with the mission to manipulate public opinion online. Their main objective is to 
disseminate propaganda and disinformation in order to influence the perception of events, political and social 
issues or any other subject of interest. The concept of ‘cyber troops’ is a clear reference to the concept of a hybrid 
war or other operations to gain influence.
 · Information overdose: This term refers to the excess of true or false information available or received on a subject, 
which can result in cognitive saturation or a difficulty to effectively process and assimilate the information.
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Alongside these changes, some experts note a strong relationship between the flow of false 
information and what has been called the information disintermediation crisis6,24,59,104-106. In 
Spain, half the population receives information that has been algorithmically curated  rather 
than content subject to editorial decision or professional journalistic or institutional criteria 
that define the quality of the information. Moreover, on some social networks, the primary 
source of news is not necessarily a professional journalist95,96.

However, despite these profound changes the traditional elites, represented by mass 
mainstream journalism, political parties or major institutions, still play an important role44,70,98,107-

109. The impact and scope of false information exponentially increase when it is collected 
and disseminated by them. In general terms, television closely follows digital media as the 
preferred channel for information. This shows the responsibility and importance that these 
channels and actors still have70,96,110.

Content 

Any subject can be the target of false information, but trends vary over time and between 
countries, are conditioned by language as well as local cultural aspects66,111. This is why 
the flow of disinformation is more common between societies that share a language112,113. 
To improve acceptance of false information, messages based on affective attraction are 
employed, as they foster an emotional response. These may include visual components, and 
their credibility is enhanced by their straightforwardness, their apparently solid narrative 
and simple repetition25,114-116.

IBERIFIER, the digital media observatory for Spain and Portugal, funded by the European 
Commission and linked to the European Digital Media Observatory (EDMO), in line with 
the results of recent studies and reports, groups the content of false news in Spain into 
main subject areas: politics and elections, health, environment, migration, gender, famous 
people, security and sexuality66,70,88,89,117,118. Specifically, the predominant content during the 
first third of 2023 was about climate change, politics and elections, with narratives about 
the climate and electoral fraud related to the restriction of rights89. On the other hand, false 
and misleading information about health and science spiked during the COVID-19 pandemic 
and has prevailed, or even increased, since then34,86,119. The EU has recently devoted over a 
million euros to deepening its understanding of disinformation related to some of these 
subjects120.

Receiver 

Any person can be a receiver and/or distributor, whether intentionally or unintentionally, of 
false information. Even so, the understanding is that certain groups exist which are particularly 
vulnerable, like older adults or people who are in a situation of social exclusion19,121. In Spain, 
it is estimated that 53% of the population experiences daily exposure to false information, 
compared to 37% of the EU population17. Nevertheless, its distribution is not random, but 
charged with intention6,122. Any institution, public or private organization, social collective 
or individual can be the objective of campaigns designed ad hoc to achieve specific goals, 
which often play on people’s emotions18. In addition, the avalanche and immediacy of 
information, while promoting empowerment and informational self-sufficiency, also pose 
significant challenges by breaking the classic one-way information flow (as anyone can 
access 'all' information). In this new context of disintermediation, it is difficult to distinguish 
information from opinion, to know the level of truthfulness, establish trust in sources, etc., 
which means that instincts, emotions or personal/social bias easily govern our relationship 
with information6. Taken as whole, this creates a climate that predisposes people to believe 
dis or misinformation.

Any individual or institution may 
be the target of disinformation 
campaigns tailored to the 
receiver and the intended goal.

Information empowerment of 
the individual involves benefits 
but can also debilitate the 
capacity to tackle 
disinformation.

Disinformation relies on general 
techniques, such as affective 
attraction or repetition, to 
increase its influence. Among 
the main subjects targeted by 
disinformation in Spain are 
politics, electoral processes and 
social challenges like migration.

 · Algorithmic curation: Social networks, digital platforms and search engines offer content that is selected or filtered and 
ordered in accordance with the criteria of a given algorithm, mainly aimed at tailoring them and holding the user’s attention.
 · Primary source of news: In Spain, professional journalists and their news brands are the most popular sources of 
news on Facebook (46%), YouTube (44%), Instagram (42%) and Twitter (57%). At the other end of the spectrum, the 
general public (44%) and alternative media (35%) dominate as information sources on TikTok.
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The disintermediation crisis interacts with the many dimensions that define institutional, 
political, economic, social or individual reality, giving shape to the phenomenon of 
disinformation12,16,33,123. For these reasons, disinformation is a multifaceted, multi-factor 
phenomenon that is steeped in a series of overlapping, mutually reinforcing, dynamics. Some 
authors emphasize the importance of digitalization of the public sphere, with algorithmic 
filtering, a weakening of the structures of professional news organizations, polarization, a 
rise in autocracy, loss of trust, or an increase in conspiracy paranoia among others12,33. The 
complexity of the relationships means that some of these factors can constitute both a 
cause and an effect of disinformation, depending on the focus or sources consulted7,8,12.

Trust and the democratic framework  

Disaffection with democracy as the backdrop

Certain studies report a deep global crisis that affects both the number and the quality 
of democracies. This is related to an increase in disaffection and distrust of democratic 
institutions and their guarantors, such as mainstream journalism6,59,124-126. This is a vulnerability 
that weakens the capacity of institutions to fight against disinformation narratives, increasing 
the public’s susceptibility to its effects26,127 while also acting as a barrier to response 20,127. 
Although it is not possible to identify specific, unequivocal causes, experts indicate that 
there is a structural component, principally related with the effects of and response to 
successive economic crises and an increase in inequality. There is also a socio-affective 
element5,6,58,59,115,124,128 that compounds, for instance, collective or personal feelings of grievance, 
disillusionment with a general lack of interest in the democratic system, institutions and 
politics, or dissatisfaction and a search for meaning and identity in the globalized context. 
All of this engenders individuals predisposed to believe, whether for social or psychological 
reasons. For instance, during COVID-19, some studies have shown that institutional trust 
was a key aspect in mitigating the influence of the infodemic and fatigue derived from the 
situation of exceptional crisis129-131.

Geopolitics and the international framework

Trust between states also plays a major role. In the last decade, experts stress the growing 
awareness and use of ‘soft powers’ in the international context. These are related with the 
use of culture and communication, including false and misleading information, in the same 
way as any other weapon in the arsenal of states or geopolitical spheres of influence42,132. 
Likewise, the progress and consolidation of so-called hybrid wars, which include disinformation, 
create a scenario that is prone to and ripe for this threat133,134. International tensions became 
more acute, particularly during COVID-19135 and, more recently, after the Russian invasion 
of Ukraine4,62,136-138. Among the best-known actors, the EU139-141 and many reports7,9,71,142 point 
to Russia, specifically the Russian Internet Research Agency, and to a lesser degree, other 
countries, such as China71,142,143.

Information mediation and journalism

Different factors have weakened the role of mainstream journalism as the primary mediator 
of information and safeguard against disinformation6,43,49. Experts and data in Spain indicate 
a financial and professional crisis in the sector, resulting in reduced spending and increased 
job insecurity for editorial staff, as well as a trust issue4,24,39,43,49,95,144,145. Lack of resources, 
information overdose and the immediacy of news, alongside competition for attention, 
advertising, and positioning in the digital ecosystem43,95,146,147 have stood in the way of 
accurate information148,149.

Trust in the democratic 
institutions, related to public 
wellbeing, reinforces the 
resilience of states and their 
societies against disinformation. 

In the geopolitical context, 
disinformation is increasingly 
used as a tool to destabilize 
third countries.

Disintermediation of information 
occurs in a social context where 
many highly interrelated factors 
facilitate the presence and 
impact of false information. The 
complexity and dynamic nature 
of the phenomenon make it 
difficult to clearly distinguish its 
causes and effects.

 Contemporary phenomena involved in the rise of disinformation 

The economic crisis, job 
insecurity in the sector and  lack 
of public trust have undermined 
the capacity of journalists to 
fight disinformation and the role 
of journalism as a guarantor of 
democracy.
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The context has become a breeding ground for the appearance of information with a widely 
varying range of quality. This may be due to the standards of accuracy of the information, 
including so-called pseudo-media150, an increase in sensationalism to obtain attention 
(click-bait)151,152, the use of networks as a source39,43,150,153-155 or the rise of informers156. All of 
this, along with the accidental publication, lack of resources, or intentional dissemination 
of misinformation43,49, is related to the crisis of trust experienced by the sector43,127,157,158 and 
an increased economic dependence on public authorities and loyal audiences39,159,160. As 
a whole, these aspects contribute to undermining trust and, in contravention of codes of 
journalism161, can increase a lack of political or financial independence or the perception of 
it39,159,160, polarizing both the media and audiences95,162,163. In the case of Spain, some experts 
connect this perception with a lack of transparency and an arbitrary163-165 use of institutional 
campaigns in the media166.

Social fragmentation 

The growth of phenomena such as post-truth12,167-169, conspiracy theories57,170,171, and ideological 
or affective polarization172 that can be related to a state’s political culture and the culture of 
debate, affects the progressive fragmentation of public spaces and the capacity of false 
information to penetrate society6-8,12,31,33,49,70,171. Such phenomena have changed the way that 
society relates to falsity but also to truthfulness. Hence some experts indicate that there 
is an epistemological or even ontological crisis or alteration in what we understand by ‘the 
truth’6,12,98,173,174. On the one hand, these phenomena foster the introduction and acceptance 
of false or biased messages that directly appeal to emotions, feelings and beliefs. On the 
other, particularly in the case of conspiracy theories, they change the relationship of society 
with objective evidence and scientific knowledge itself, to the extent that evidence and 
knowledge may be completely rejected. As a whole, they impede rational thought and make 
it easier to accept the narratives of disinformation175,176, which can hamper or even block 
social debate, amplifying distrust in institutions4,33,49. Within the EU, Spain is considered one 
of the most polarized countries, not so much in political, but in affective and social terms24: 
even subjects with no apparent ideological weight are now affected by polarization12,177. 
Nevertheless, not all emotional or polarizing content uses false or misleading information.

Affective polarization has increased significantly across various countries. Evidence for its 
causes is still limited, particularly outside the USA, with varying results observed across 
different countries and studies12,101,178,179. Foremost among the causes is political culture, 
marked by a polarization of the elites, the proliferation of social networks and hyper-
partisan means of communication, or the lack of a culture of debate12,24,101,178-180 alongside 
structural factors related with the aforementioned disaffection. This situation converges 
with socio-affective factors derived from feelings of social dissatisfaction or disaffection 
with democracy, which favour the diffusion of dis and misinformation33,115 to fan the flames 
of general indignation181,182, incite chaos or appeal to a desire to ‘set the world on fire’183.

Cognition and individual vulnerability 

People play a central role in amplifying false information because they are the main receivers 
and distributors15,93. Understanding the factors and mental shortcuts that intervene in the 
process of deciding what is true or false, and how beliefs are formed about this115,184 becomes 
a matter of great importance115,185,186. However, the factors that define susceptibility to, 
acceptance of and the potential to disseminate false information are diverse, and establishing 
a general pattern is impossible15,86,115,187. Influences can vary depending on the people, their 
personal or social context, from one country to another, or even on different subjects86,111,115,123.

Fragmentation of public debate 
helps the influence of 
disinformation. The lack of a 
culture of social and political 
debate can promote this 
phenomenon through affective 
polarization or the post-truth 
context.

Psychology plays an important 
role in why false information is 
shared or believed, but there are 
other causes that vary 
depending on the subject of the 
information.

 
 · Pseudo-media: Digital media that are created with the aim of exploiting an advertising business model based on the 
attention economy of the digital ecosystem, without paying attention to criteria of journalistic quality, ethics or any other.
 · Post-truth:  This is a perception of reality that is linked to or denotes circumstances in which appealing to emotions 
and personal belief is more influential than objective fact in terms of forming public opinion. This makes it difficult 
to perceive truthfulness. Post-truth is not only a lie, but also a distortion of the truth loaded, above all, with intent.
 · Conspiracy theories: They promote simplistic, self-justified ideas regardless of the real or most likely facts about 
complex issues. Such theories state that certain events or situations are secretly manipulated by powerful forces 
with negative intentions. They usually have a set of well identified elements in common.
 · Affective polarization: This refers to the emotional distance between the affinity we feel with people whose political 
ideas we sympathize with, and the rejection we feel towards those whose opinions we do not share.
 · Ideological polarization: Is the degree of divergence between people who hold beliefs that are either consciously 
conservative or progressive on a wide range of socially important subjects.
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Demographic factors

The findings related to demographic factors are contradictory15,122. In the USA, increasing 
vulnerability with age is a well-confirmed factor, whereas for Europe the data in this regard is 
not so conclusive5,188. In the case of minors, there is particular concern about their exposure 
to platforms based on audiovisual content, which requires further investigation due to the 
lack of information189. Regarding other demographic factors, the general relationship between 
educational level, income or gender and the tendency to believe or share disinformation 
varies depending on the study15.

Cognitive predisposition to believe and share

Many cognitive factors are related with the tendency to believe false information15,115,190:

• Level of critical thought115,191. This may be connected with dual process theory, trusting to 
intuition rather than thinking115,192, and with the bias of motivated reasoning itself that, like 
confirmation bias, favours reinforcing one’s own ideas and biases.

• The illusory truth effect115,186. In essence, this means the predisposition to believe information 
that sounds familiar193 even though it is false. This may occur due to repetition, consistency 
with previous experience194, or through simple messages in accordance with the cognitive 
miser theory and heuristics.

• Cognitive errors. These are mainly related with the way in which sources are perceived and 
the knowledge or predisposition an individual has about a subject or the false information 
itself115,195. This type of error includes lack of attention to or the accuracy of the information 
received185 or excessive trust in a source196,197.

As for why the false information is shared, when this is done unintentionally, it is usually to 
share something important in good faith198 and from the impulse to simply share information 
on social networks199 or due to a lack of interest or attention185,200. When false information 
is shared deliberately, evidence shows that this is done mainly for self-interest, to signal 
belonging to a group201, to gain notoriety202 or as a mechanism to cover other psychological 
needs related with social discontent181-183.

Socio-affective context

Affective aspects amplify the information’s power of persuasion203. They serve to generate 
false beliefs and spread them in order to exploit an emotional or moral component within 
the information181,182,204. This is typical of sensationalism, which takes advantage of a person’s 
emotional state115,205 or attempts to induce one by exploiting emotions such as fear or 
insecurity. Some studies associate personality traits15,185, habits and beliefs187,206 or ideology200,207 
with vulnerability and a tendency to interact with false information. They also highlight the 
strong influence of mass mainstream journalism, influencers, political elites and experts on 
the reach of disinformation and public perception115,208.

Durability and continued effect

People show a great resistance to accepting rectification of false information and consequently 
changing their mistaken beliefs. These beliefs may last a long time, regardless of the 
cognitive skill of an individual or rectification of the false believe. This is what is known as the 
continued influence effect184,209. In a more extreme example, continuous rectification may 
‘backfire’ causing a rebound that means people remain unconvinced of the truth and cling 
on to a false belief210,211. While it may seem like an overstated adverse effect, resistance to 

There is no clear consensus on 
the influence of demographic 
factors.

Cognitive bias exists and 
predisposes a person to believe 
and share false information. 

Disinformation may exploit 
aspects derived from how an 
individual sees themselves in 
society and the emotional or  
affective status derived from it.

There is a large body of 
scientific evidence about 
people’s resistance  to changing 
their mistaken beliefs or 
accepting the falsity of 
information that is in their 
interest.

 · Dual process theory: This concerns analytic thought -based on logical reasoning- and intuitive thought -based on 
emotions and feelings-, although recent evidence calls into question the relationship between them and misinformation, 
highlighting their complexity. The cognitive miser theory and heuristics favour simple messages that do not require a 
lot of processing power to understand.
 · Motivated reasoning: We validate what is in line with our ideology and world view. Confirmation bias or cognitive 
dissonance reinforce this tendency.
 · Cognitive miser theory: Refers to a type of bias that leads our perception towards information confirming our own 
beliefs, thus reducing the mental effort required to process it.
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correction and the backfire effect are particularly pronounced when the refutation clashes 
with beliefs or values that form one's self-identity115.

Digital governance and business models 

Geopolitical factors, institutional trust, as well as social and psychological bias that works 
outside the internet may be reflected online. Experts highlight that internet is not a universal, 
homogeneous network that is anonymous and neutral. Even if the technologies underpinning 
it are universal, the standards it operates with vary between countries and platforms212,213.

There is a connection between areas of the digital economy and disinformation. Specifically, 
areas that are based on the structural business model of many digital platforms, which 
monetizes the attention of users by showing them advertisements5. In this relationship, 
the power of users to intervene is very limited5. The value of content is its ability to attract 
attention13,151, and the value of attention resides in its use to modify behaviour in order to, for 
instance, sell a specific product214. The sale of online advertising space is therefore usually 
the main source of income for large social networks and many websites13. This model fosters 
the distribution of false or manipulative content capable of attracting attention over and 
above truthful content13,101,215,216, by means of affective attraction and characteristic messages 
that increase acceptance151 such as sensationalism151,217,218. Such content is highly profitable 
if it is monetized with advertising7,11,27,68,214.

There is a proliferation of businesses that, in essence, generate false content to make profit 
in this way8,219. Some data indicates that around 200 million American dollars in advertising 
ends up in domains identified as channels of global disinformation (data for 2019)220, a figure 
which is 76 million if we focus on data for the EU (data for 2020) 221. Global estimates on 
the propagandistic and disinformative activities of cyber groups associated with states 
also amounts to another 10 million (data for 2020)97.

User data is another element of value in monetization: they are the basis of a new economy222. 
Data is compiled and analysed with the aim of directing the personalized content that will 
most attract attention and the advertising that will be most effective for each user7. Personal 
data and user behaviour can be deliberately revealed with consent, as happens on many 
social networks, or derived from the technologies monitoring online behaviour. They can also 
be inferred from the information and interactions with other users, ‘friends’ in the context 
of many social networks, or even offline if we consider the internet of things13,223,224. Likewise, 
they can be directly purchased or sold for a specific purpose225. Sensitive information 
like political or religious ideology, which is protected under the General Data Protection 
Regulation (GDPR) is easily deducible from an analysis of these datasets without the need 
to infringe the GDPR13,226-228. Social networks are, therefore, a risk for data protection and 
the privacy of the public5.

With their personal information, citizens finance ‘free’ services, like the social networks 
themselves, or other types of freemium without a clear understanding of their downsides 
and possible outcomes214: disinformation and manipulation, psychological harm, addictions, 
loss of privacy, etc.5,214,229. The architecture of social networks and digital platforms fosters 
this situation. It usually promotes lax privacy configurations to increase user participation 
and can also be based on configurations, chosen or not, that limit the individual’s perception 
of the information available, the climate of opinion or many other aspects5.

The digital business model, 
based on attention, responds to 
economic interests that may 
encourage a lack of privacy, 
exposure to and circulation of 
disinformation, regardless of the 
negative aspects that this may 
entail for the public.

 · Monitoring online behaviour: General behaviour online is continually trawled using technologies like cookies, scripts 
and tracking pixels, advertisements, CSS/HTML code or even by third-parties who intervene in the platforms and 
systems we use by means of application programming interfaces (API) or other techniques.
 · Freemium: This term is commonly used in the digital services and applications environment to describe a business 
model where the basic version of a product is available free of charge, with additional characteristics available for 
an additional cost. It is very common in many mobile applications, digital services etc.
 · Architecture: In the context of websites and social networks, this refers to how they are designed and present 
options and configurations for users. These architectures are design strategies that influence the decisions users 
make when they interact online.
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This business model exploits personal data so that the technologies which govern them, 
algorithms and targeted advertising techniques show a user the world that, according to 
calculations, he or she wishes to see6. The main motivation, as experts highlight, is private 
profit, which means that public accountability is limited as are any solutions that might 
be reached without the need for regulatory intervention5,230. Likewise, the structure can 
be put at the disposal of third parties for purposes other than purely commercial ones, 
which may include propaganda, an aspect that is of particular concern from an electoral 
perspective8,231.

Technologies that can be used for disinformation 

The basis is a set of technologies related with big data analytics and artificial intelligence13. 
They are in constant evolution and contribute to the role of internet as a mediator of the 
information on social networks and major search engines/platforms, as well as underpinning the 
attention economy. They therefore play an important role in false information distirbution232, 
contributing to its generation and dissemination. Foremost among such technologies13 are:

Algorithms: echo chambers and filter bubbles

The order in which information appears and is shown to each user on social networks and 
search engines is determined by recommendation algorithms and algorithmic curation. These 
algorithms can compromise a user’s access to neutral, plural information and deliberation 
on internet233,234, and this mediation concerns more than half of the Spanish population96. 
Each social network and search engine has its own algorithms, which are in constant 
development. This indicates that the premise that social networks are representative of 
public opinion can be considered false6. Thus, the internet is strongly controlled by private 
corporate algorithms designed to maximize earnings by attracting user attention, without 
necessarily considering the possible psychological or social effects230. Indeed, the habitual 
lack of transparency regarding these algorithms is a limiting factor in the fight against 
disinformation by users or experts because it is obstructive169,178,235-238 as it obstructs the 
identification of bias, our understanding of its influence on social and individual behaviour, 
and the development of detection and prevention mechanisms. 

Attention-based algorithms may foster exposure to false and misleading information by 
offering content of an impactful or sensationalist nature, or which arouses radicalization 
and extremism13,239-241. This way of offering information has been linked to ‘filter bubbles’ 
and ‘echo chambers’. Although they are different concepts, both are indicative of a lack 
of exposure to opinions other than one’s own, and the creation of silos of self-referential 
truths, which increase polarization or block public debate6,13,179,233,241-244. Nevertheless, social 
networks and platforms also give a voice to marginalized and disadvantaged communities5. 
There is also active scientific debate about these phenomena and their effects178,241,245,246.

On the one hand, emerging evidence shows that echo chambers are less common than 
had been assumed178,247,248 and that the proportion of the population that reaches them 
is a minority92,207,233 who are already highly polarized178,247. Nevertheless, they can have a 
significant effect on public debate178. On the other hand, the effect of algorithmic filtering 
on the quality of our information diet heavily depends on the diet it is compared to. The 
latest empirical evidence indicates that algorithmic filtering does not necessarily limit the 
information diet178 and disputes some of the negative effects, like polarization245,246,249 and 
radicalization239,240,246,250, among others. There are even studies indicating that it could reduce 
exposure to false information245. Although these results reinforce the idea of factors other 
than technology as drivers of polarization179,246, they may also reflect recent changes in the 

The algorithmic curation of 
information compromises the 
neutrality and plurality of 
information users receive. In the 
search for users’ attention, it 
can foster dispersion of false or 
misleading information and 
create conducive environments 
for disinformation.

 · Filter bubbles: A phenomenon in which a person is mainly exposed to information and perspectives that reinforce 
their beliefs and pre-existing points of view because of the personalization and recommendation algorithms of digital 
platforms and social networks. This happens without any voluntary action by the user.
 · Echo chambers: This is an environment or platform where ideas, messages or concepts find a receptive audience, 
which amplifies their impact. Here, the user has an active role, demanding specific content for different reasons, 
including ideology, which enables disinformation to circulate more freely.
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algorithms of various platforms aimed at increasing moderation239. However, the lack of 
algorithmic transparency makes it enormously difficult to confirm these studies169,178,235-238.

Misleading profiles: bots, cyborgs, trolls and fake groups

On social platforms, fake groups and profiles abound, and their main function is to spread 
disinformation, almost always in an automated, large-scale manner13. These profiles may be 
totally automated systems based on artificial intelligence (bots), semi-automated accounts 
with human intervention (cyborgs) or completely human users (trolls)13,41. They may have 
the financial backing of an actor who orchestrates the disinformation campaigns41 and 
often form fake or hybrid groups (bots and humans interact)8.

Despite the efforts of platforms and social networks to limit their presence, the malicious 
use of bots and fake profiles to spread disinformation is growing and experiencing an 
economic boom under the on-demand services model251. Their number and the types of 
activity exponentially increase just before electoral processes13,252,253. Nevertheless, although 
certain dissent exists31,93,254,255, verified accounts (recognisable people) seem to have a more 
important role in dissemination than artificial and fake accounts31,93,255. On the other hand, 
advances in artificial intelligence techniques make it increasingly difficult to distinguish 
bots from human users13,31,256,257.

As well as acting as disseminators, fake accounts also act to silence or inflate the popularity 
of users and content8, which influences algorithmic filtering258-262, placing false and misleading 
information on the political news agenda by stealth261,263 and promoting apparently spontaneous 
artificial currents of public opinion (astroturfing)258,264,265. These accounts also instigate social 
tension and affective polarization by means of false flag messages that use extreme terms 
to stress, and on occasion ridicule, an ideological, social or scientific stance, generating 
a response and a climate of reactionary opinion266,267. In a country the size of Spain, the 
control of a few hundred accounts8 is sufficient to make a significant impact on a social 
network like X (previously known as Twitter)13.

Data analysis and micro-segmentation.

Micro-segmentation is a commonly used practice in advertising that allows content 
to be directed at specific groups of users based on their characteristics, feelings, etc., 
personalizing the messages they receive13. Some recent research has noted its potential to 
reach a new level of ultra-personalization (nano-segmentation) on networks like Facebook, 
with campaigns targeted at individuals268. 

The use of micro-segmentation for purposes of disinformation can negatively affect the 
public as it enables the control and automation of data compilation, as well as selection 
of the channels and content that will have an impact on users13,184,269-271. It can be based on 
many different tools, some of which are commercially available from the digital platforms 
themselves, among which are dynamic prospecting13,272,273, programmatic advertising or 
psychographics35. In Europe, the use of micro-segmentation is restricted under the GDPR274, 
although some experts believe this to be insufficient228,275, and data show that the public 
reject this practice5.

Deceptive accounts and groups 
are important in the 
dissemination of false 
information in the digital 
ecosystem. They can cause 
reputational harm to third 
parties, trigger affective 
polarization, infiltrate 
disinformation into the news 
agenda, or be used as an 
example of what happens in 
society.

Micro-segmentation allows 
management of advertising at 
the level of individuals or small-
groups, but can also be used for 
propaganda, which can 
undermine political debate and 
make it easier to influence  
election processes using false 
or misleading information.

 · Astroturfing: This is the strategy of online manipulation involving the creation or promotion of a false 
impression of public support for, or opposition to, a cause, idea, product, individual or policy. Both individuals 
and groups attempt to make their messages or actions appear organic and spontaneous when they are 
in reality being orchestrated or covertly funded.
 · Dynamic prospecting: This marketing technique involves the real-time automated adaptation of advertising 
and publicity depending on the information about a user and their attention-based, emotional and economic 
behaviour. It allows thousands of versions of an advertisement to be generated so as to attract attention 
in a tailored way. It is based on the compilation of user data, preferences, search history or geographic 
location to personalize advertising content, which is shown in an individualized manner.
 · Programmatic advertising: This is an automated way of buying and selling advertising space online that 
uses algorithms and technology to facilitate and optimize the processes and objectives of advertising.
 · Psychographics: The study and classification of characteristics, attitudes, values, interests and behaviour 
of a set of people or a specific audience.
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An aspect of particular concern is the use of this technology to spread ideological or 
political content228,276,277,278 above all electoral content. It can foster emotional polarization 
and make it difficult to understand the general stance of parties, concealing or stressing 
only certain postures tailored to each individual. This can undermine public, democratic 
debate and potentially manipulate votes5,13,225,226,275,277. Some experts suggest the need for 
electoral regulations adapted to such practices and empirical research in the European 
context to understand who uses these tools and what their effects are, in order to limit 
their potential influence on the right of freedom of vote7,225,228,275,277,279. The EU is currently 
addressing regulation of segmentation in political advertising280.

Encryption and private messaging 

Private messaging platforms are the preferred channel for sharing information and news96. 
These platforms include the internal messaging services of social networks and applications 
developed exclusively for the purpose, like WhatsApp, Telegram, Signal, Skype, etc. Foremost 
among the advantages they have for false information spread is the greater trust with 
interlocutors and the opacity that encryption, in most cases, gives them13. On one hand, 
this characteristic is key for privacy and, as many experts note, improves the cybersecurity 
of communications in accordance with European and Spanish policies2. On the other, 
encryption prevents identification of false information and its associated agents, etc., even 
by the service provider company, which also limits their liability in this regard13. Experts 
indicate the need to face the challenge of gaining better insight into how disinformation 
flows in these spaces281-283.

Generative artificial intelligence

The different techniques included in the concept ‘generative artificial intelligence’ are 
notable for their capacity to produce false and manipulated content of increasingly good 
quality images, audio, video and texts. Although these technologies offer great opportunities 
and have positive impacts284, they also involve major risks, such as the potential violation 
of different fundamental rights285-287. There is a wide spectrum of quality in this type of 
manipulation, from the obvious -such as those used in memes and ‘hahaganda’, which can 
also disinform13- to large language models, deepfakes and voice cloning (Key point 2). They 
can be used to produce false content that is practically indistinguishable from reality for 
both human and artificial intelligence. This marks the end of seeing is believing6. This is 
why they represent a major challenge in terms of disinformation288.

This is an aspect of artificial intelligence that may need more regulation in the short to 
medium term. Despite efforts, generative technologies surpass those of detection both in 
the case of text294,310-312 and in deepfakes288,299. The techniques are developing rapidly, which 
makes it difficult to implement early warning or formulate preventive public policies285. To 
mitigate the problem, materials have been developed with the aim of making it easier for 
the public to detect them313 and to guide the efforts of policymakers286,292,341-317 beyond the 
generic framework of artificial intelligence318,319, worldwide320,321 and in Europe285,318.

Private messaging is one of the 
main vehicles of false 
information, but encryption 
-which is necessary for privacy- 
means it is difficult to identify 
and mitigate.

Artificial intelligence can 
generate false texts, images or 
videos that are often 
indistinguishable from truthful 
content and can even affect 
fundamental rights. This is an 
area that may require regulation.
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Large language models such as 
those used by Chat GPT or 
deepfakes are some  of the 
technological developments 
with the greatest potential to 
take disinformation to a 
previously unknown level.

There is a need for 
developments that give us 
better insight into the impact of 
disinformation, particularly on 
society. To date, available 
evidence relates its impact with 
major effects on individuals, 
which can trigger democratic 
disorders.

Key point 2. Technological development as a tool to generate false content.

Large language models, foremost among which are GPT (generative pre-trained transformer)289, 
enable analysis and generation of text: summarising content, translation, answering complex 
questions, etc. Experts point out that machine-generated text could take disinformation to 
previously unknown levels290-293 particularly in aspects like health or the climate question292-295:

They allow false content to be disguised as real by imitating the styles and formats of trustworthy 
sources, thus avoiding detection31,288,296.

They amplify when integrated into fake websites, bots, or influence algorithmic filtering by 
cross referencing artificially generated content13,228.

A lack of exhaustive control of the sources used to train models so they can provide answers 
facilitates the generation of erroneous, imprecise, false or biased content288,297.

The term deepfake298 is defined as manipulated or synthetic audiovisual media, produced 
using artificial intelligence techniques, which seem real and show people apparently saying 
or doing something that they would never have done or said285. The possibilities of sowing 
doubt about anything that can be seen or heard are almost infinite and general access to it is 
constantly increasing288,298-302, which calls into question the concept of seeing is believing234. As 
well as enabling more effective a la carte disinformation, there are currently many examples of 
harmful uses of this technology303,304. Among these are their use to generate non-consensual 
pornographic content305, including cases with minors306. This is an issue that particularly 
affects women and, apart from defamation of character, involves other forms of violence, like 
intimidation or blackmail285,307.

In the field of research into content generation and detection, the most active area is the 
manipulation of faces in images or videos13,288,299,308.

Other areas of the digital world that may be important are the use of virtual and augmented 
reality, including the metaverse13,309. Some noteworthy elements here are intelligent assistants 
or devices,  decentralized autonomous organizations (see Cybersecurity2), multimedia 
games and what is known as transmedia storytelling13.

Impact

There is broad consensus among experts regarding the potential impact and danger that 
disinformation represents, justifying the significant number of studies devoted to this 
area. A major challenge persists in strengthening the empirical evidence that allows us to 
establish causality7,9,24,29,39,101,115,185,322,323  . 

Most causal evidence focuses on the short to medium-term effects on the individual, including 
effects on online behaviour and emotional response93,324-329 and the consequences on health 
in the case of the infodemic15,84,86,324. In terms of the individual and social decision-making, 
there are studies attributing negative effects to false and misleading information and, above 
all, to the use of social networks322. However, it is not always possible to establish causality. 
The negative effects include developing dangerous conduct or hostile attitudes, committing 
hate crimes5,203,330, reduced trust in institutions44,208,331,332, increased polarization331,333,334 and 
changes in vote attributable to the use of misleading or false information331,334,335.

 ·

 · Transmedia storytelling: This refers to telling stories whose narrative universe develops across multiple 
different media and communication platforms such as social networks, websites, video games, podcasts, 
television programmes, books etc. Each medium or platform contributes a unique part of the story and 
is used to enrich the global experience of the viewer or reader.
 · Causality: Seeks to establish one variable or factor as the cause that explains the behaviour of another, 
which can be called ‘effect’. In research, the reference method to establish this type of relationship are 
randomized controlled trials, which are very common in the clinical setting. They involve the random 
assignment of participants to a control group (who do not experience any actions) and others to an 
experimental group; this makes their application to the social dimension of disinformation difficult.
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Several factors impede progress in understanding the impact of disinformation and 
misinformation. On the one hand, it is methodologically complex to establish a connection 
between attitudes and behaviours determined by the exposure to false or misleading 
information and to demonstrate how this translates into changed or reinforced attitudes 
or decision-making at the individual. Moreover, it is even more challenging to determine 
how these individual effects translate into broader societal impacts24,101,115,175,185,324,336. On the 
other hand, the consequences of disinformation and misinformation are cumulative over 
time, which means that they may be modified by factors such as algorithmic or other types 
of change. However, the lack of longitudinal data and transparent information hinders our 
ability to address this issue. All of which make it difficult to assess the long-term effects. 
Alongside other factors, this is related with the existing fragmentation of knowledge about 
impact, which prevents a systemic view due to considerations that hinder its conceptual 
definition24:

• The scope of impact and its causes occur at many levels, at all stages of the chain, from 
the individual to society as a whole324.

• It is possible to distinguish different areas of impact, which are often difficult to connect: 
the psychological, financial and social285.

• There is low representativeness and comparability between the studies, which derive 
from the multiple channels and individual324-326,337,338 geographic or linguistic factors that 
influence them31,257,327.

• Impact studies often lack representation from mainstream journalism, including press, 
television, and radio, as well as other offline media sources24

• Gaps in knowledge about whether social networks are a driver or a threat for democratic 
systems are related to the difficulties and disagreements in understanding the impact of 
disinformation5,71,94,101,322.

To date, there is very limited solid evidence about what causal influence disinformation and 
other dynamics have on offline attitudes and behaviours. This does not mean, however, that an 
influence does not exist or that it does not require a response, as existing evidence indicates 
to be the case101,245,339. To progress in this field, it is important to reinforce observational and 
relational evidence in the disinformation ecosystem and be able to validate the relationships 
detected with controlled-condition experiments that enable attribution of causality327,340,341. 
Experts highlight the need for a large-scale, multi-disciplinary approach101, which includes the 
development and use of harmonized comparable indicators24. To achieve this, there should 
be strengthened collaboration, transparency, access to the data of social networks, digital 
platforms and mainstream journalism, which may require public policies and incentives24,101,340-343. 

The design of strategies to fight 
disinformation requires a 
combination of many 
instruments that can be inspired 
by the democratic principles of 
equality, representation and 
participation.

Combatting disinformation: agents and mitigating strategies 

Experts note the importance of coordinating multiple interventions in response strategies 
against disinformation5. This response should also combine short-term responses aimed 
at the immediate effects of false information, and structural, long-term ones that seek 
to improve the resilience of the public, democratic systems and their institutions10,11. One 
type of response should not substitute another as they act in a complementary way, 
although negative synergies also exist99. As a whole, measures should act simultaneously 
in prevention, mitigation and at systems level. They also need to include the varied group 
of public and private actors who can apply them, and here the role of digital platforms in 
moderating is of utmost importance. The set of measures should also consider the public. 
UNESCO99 groups strategies in accordance with the role of each actor, but there are other 
proposals, such as that of the EU’s Joint Research Centre, which classify them depending 
on the desired effect using three democratic principles5.

• Equality: Covers strategies aimed at reducing the asymmetries derived from a lack or 
accumulation of knowledge, information or data, power or assignment of responsibility 
of some actors compared to others5,6. They are mainly based on strengthening guarantor 
instruments and institutions by means of identification and neutralization, fostering social 
and individual resilience, and reinforcing regulations.



18 / 26  Report C. Disinformation in the digital age.
  14/12/2023
  

• Representation: This covers measures that focus on protecting electoral processes and 
the public’s data, privacy and free choice.

• Participation: This aims to consolidate the role of the public, research and public or private 
actors, based on a forward-looking vision.

Guarantees, detection and neutralization

Guarantor institutions: responsibility as the first line of prevention

Democracies and their institutions can respond to and accept responsibility for the public’s 
disaffection and mechanisms, such as disinformation, which can undermine democratic 
systems and increase the population’s vulnerability6,7,33,344,345. Institutions face the structural 
challenge of generating a new dialogue with the public, adapted to the context of digital 
disintermediation, to manage associated uncertainty and build new trust relationships. 
On the one hand, institutional communication and the development of public policies 
designed with an understanding of the mechanisms of disinformation can help institutions 
mitigate the effects of false and misleading information7,59,345-347. In this sense strategic 
communication  plays the very important role of enabling the generation of narratives that 
neutralize disinformation347,348. This requires monitoring and pre-emptive actions349. On the 
other hand, political actors or the media can also combat the effects of disinformation by 
avoiding exploitation of the vulnerabilities associated with social fragmentation, polarization 
or the erosion of trust in democracy33,44,70,98,125,127,175.

There is also a broad consensus among experts and European organizations on the 
central role that journalists and information professionals can play as a structural check 
on disinformation11,29,99,350. However, there are few projects or scientific studies on the media 
as a firewall against disinformation24,248,351 except for fact-checking agencies99,352-354. In fact, 
although there is a wealth of information about the behaviour and information diet on social 
networks and digital platforms, there has been very little research into offline information, 
mainstream media, or private spheres such as instant messaging.

While there is no clear consensus among the various proposals to strengthen the journalistic 
sector39,352,355-357, the debate revolves around enhancing its capabilities and resources, 
independence, transparency, and plurality, as well as defining responsibility regarding 
disinformation and the role of advertising and the relationship with social networks33,99,352-354. 
Other proposals suggest new forms of communication that foster a connection with the 
public and promote a constructive, proactive view in the face of global difficulties358-361. 
All of which should occur without encroaching on freedom of speech. These strategic 
objectives require progress in the development of institutions and regulatory frameworks, 
like the European Digital Media Observatory (EDMO)362,363 or the European Media Freedom 
Act354. This act aims to protect plurality and independence with a series of regulations that 
address areas ranging from stable funding of the media and transparency to mechanisms 
that protect against political or editorial interference and the imbalances derived from 
concentration of media ownership364. Experts note its importance in the medium to long 
term, although some aspects have caused dissent between the agents involved365.

Monitoring and fact checking

Facts are also vulnerable since the truth is not the same as objectivity or accuracy6. Fact-
checking agencies assess the accuracy of information to detect and rectify false information. 
The way to correct it is mainly based on exposing the facts surrounding inaccuracies356,366–369 

and providing accurate information when there is evidence370–372 (known as debunking), on 
one hand, and providing context or available information when the content is not verifiable, 
on the other. Neutralizing false information can also consist of evaluating and showing the 
plausibility of sources and their credibility115. Agencies also amplify their range by means of 
collaboration with social networks and the media, which can aid ·progress along the road 

Strengthening trust in 
democratic institutions and 
reinforcing journalist mediation 
by promoting their capacities, 
resources, independence, 
transparency and plurality are 
foundational measures 
necessary to mitigate the 
effects of disinformation.

Fact-checking agencies play an 
important, positive role in 
fighting false and misleading 
information. This role may be 
extensible to other actors and is 
not without its challenges .

 · Strategic communication: This is a specialist focus on distributing and receiving information. It consists of communicating 
the right message through the right channels to the right people at the right time, using feedback from this process 
to remain focused on the established objectives.
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to media literacy, the pre-emptive debunking (prebunking) of  disinformation and even the 
promotion of public policies368,373-375.

Scientific evidence indicates that contradicting false information has positive social effects5, 
is effective to fight against disinformation and misinformation and, in most cases, is preferable 
to doing nothing184,376-383. However, it is not an infallible mechanism and conditions may exist 
that influence its effectiveness, among which are those derived from:

• Acceptance and scope of the refutation: These are two major challenges related to why and 
how379. Given information overdose and the constant increase in deepfakes, it is not always 
possible to fact check all information. So, a critical aspect is the use of clear, transparent 
methodological criteria that explain what content is prioritized for fact-checking19,377,379,384. 
Experts highlight that such criteria should consider the reliability of sources, the potential 
of the information to go viral, and potential harm it could cause379. On the other hand, 
rectification should meet standards of quality that boost its acceptance and reach while 
minimizing rejection184,210,379,385-388.

• Personal beliefs and scepticism about agencies184,376-378: The standards and policies that 
guarantee trust, such as neutrality and methodological, financial and political transparency, 
etc. should be internationally defined and certified389-391. The activities of fact-checking 
agencies could also be helped and amplified with mechanisms aimed at inclusion and 
social listening392, reinforcing trust and user participation377,393-395, as well as making use of 
artificial intelligence396-399.

Monitoring and refutation also form part of the strategic dimension in the fight against false 
and misleading information. They are not an action exclusively limited to fact-checkers; other 
agents from the field of journalism, experts and scientific institutions, etc. can participate 
to jointly warn the public about hostile operations to influence information11. On the other 
hand, monitoring is the cornerstone that enables the degree of pre-emption necessary 
to perform strategic communication or other types of structural measure connected with 
strengthening the public’s resilience11.

Automation: artificial intelligence as an ally

Although artificial intelligence can foster disinformation (Key point 2) some studies have 
assessed the use of machine learning techniques to fight against it31,288. Scientific evidence 
shows its potential to detect and distinguish both false and misleading information and 
its agents on social networks, in accordance with the characteristics of the message itself 
or its context31,288,400,401. As well as text, this includes analysis of the images or videos that 
accompany it, the way in which they are shared or the emotions they provoke, among other 
aspects31,257,400. In addition to currently unveiling and distinguishing bots, trolls or disinformation 
itself, artificial intelliegence can be the key to making the work of fact-checkers easier and 
identifying interconnections between information and large-scale narratives at international 
level396-399. It can also help amplify the reach of refutations257.

In general terms, although applications exist, the techniques require further development 
before they can be used by the general public, public institutions or fact-checkers288,399,402,403. 
Among other challenges are fragmentation of the available data, possible bias, a lack of 
transparency and algorithmic explainability, the possible impact on privacy and ethical 
concerns257,404.

Resilience and social capacity building

Half the Spanish population does not trust their ability to identify false information17. There is 
a general consensus among experts on the central role that public awareness and capacity 
building play in reducing the impact of false and misleading information4,21,405,406. Education 
is the foundation of critical thought19. On the other hand, the subtlety of the disinformation 
phenomenon hampers a proper perception of the risk and, in doing so, to the awareness 
that would enable public policies and measures in this area6.

Artificial intelligence has the 
potential to amplify our 
capacity to detect 
disinformation and its agents, 
connecting it to general 
narratives and amplifying the 
reach of refutation. 

Since the battle against false 
information is being fought in 
the minds of people, the public 
needs to have the skills and 
mechanisms that reinforce their 
capacity to identify and reduce 
its influence.

 · · Algorithmic explainability: This refers to the importance of being able to understand and explain decisions, with 
the support of artificial intelligence, that have an impact on the lives of people.
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There are a wide range of actions that can be classified according to when they are applied:

• Before exposure:

◊ In the long term or structurally, for instance with digital and media literacy, techno-
cognitive actions or preparation of an ethical framework

◊ Aimed at developing specific skills or fight specific types of false information, commonly 
known as prebunking

• After exposure: These seek to modify the mistaken belief through refutation, and are 
called debunking

Digital and media literacy

This can combat disinformation at a structural level, as it covers the technical, cognitive, social, 
civil, ethical and creative skills and abilities the public can use to navigate the world of today’s 
media in a more critical way when producing content, communicating and understanding 
the information they receive19,407-411. It fosters a critical perception of the different areas and 
challenges of information in the digital age. Although many different actions have been suggested, 
this is a complex task19,407,408,410 and there are very few studies evaluating their effectiveness 
and applicability in different contexts and with different demographic groups408,410,412-416. Some 
recent evidence shows that learning to recognize specific indicators of false and misleading 
information271,410 or recurrently highlighting the importance of attention and the accuracy 
of information417,418 are effective strategies. Actions that generate an increase in generalized 
scepticism to all types of information should be avoided419,420.

From a systemic perspective, experts in Spain advocate media education at all educational 
levels, which should also be aimed at teaching staff, communications professionals and 
vulnerable groups19,121. The current inclusion of these skills in today’s educational syllabus may, 
however, be insufficient19,421-425. Teachers do not always have the information or resources to 
address this issue and, for instance, only one third of secondary school students correctly 
distinguish opinion from information425. There are many proposals and guidelines aimed 
at the formal education system19,406,409,410,13,426-428 in addition to campaigns, guidelines and 
informal learning approaches19,413,429-434. Consolidating a coordinated systems approach with 
long-term objectives focused on the contexts of networks and issues that young people 
come into contact with could reinforce both personal and collective resilience. The aim 
should be to establish a favourable social framework for the analysis and debate of this 
type of challenge. Currently, the General Law on Audiovisual Communication 13/2022435 only 
makes a passing reference to media literacy from the point of view of some experts who 
highlight that there is room for improvement in actions, plans and public policies in this field70.

Ethical response and social norms

These seek to shape a shared social framework based on an understanding of the risks 
this threat entails, which appeals to a set of ethical norms and behaviours that, in the long 
term, carry more weight than a reactive response12,33,99. Information and media literacy 
can contribute to this. Another contribution would be actions from institutions and their 
associated agents to strengthen democratic debate and avoid its fragmentation. Such 
actions are in line with international standards related to human rights and ethical codes 
on behaviour when confronted with disinformation on social networks99. This is not only 
about identifying false or misleading information. A social and public attitude that reports 
and rejects disinformation can take mitigation to a collective level33. For individuals, there 
is evidence about how reputational harm can act as a check when it comes to sharing 
information and amplifying attention and accuracy regarding content115.

A better understanding of the 
many forms and dimensions of 
disinformation could prepare 
present and future generations 
against it.

This consists of fostering an 
ethical framework to guide the 
behaviour of people, institutions 
and agents with a focus on a a 
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The flow of false information 
could be checked by 
redesigning the architectures of 
social networks and digital 
platforms, and with the 
development and application of 
mechanisms  enabling 
evaluation of the truthfulness of 
information. 

Techno-cognitive actions and trust mechanisms

Based on our knowledge of behavioural economics, communication and computer 
science, there is evidence about how to redesign the way that social platforms are used 
to reduce the tendency to share or interact with false information, a concept known as 
nudging5,173,379,436,437. Implementation of mechanisms that promote thought and make it more 
difficult to automatically forward a message are an example379,438. Trust mechanisms are 
tools and methods that help users to better understand the information they see and its 
sources, enabling them to adjust their level of trust accordingly99. This can include labelling, 
for instance ‘forwarded many times’ on some private messaging networks, access to trust 
indicators about content, its quality, its source etc., or information that contextualizes 
content. Another option is the use of applications, websites and platforms to scan the origin 
of information and its versions, which could include the use of artificial intelligence99,438-440.

Digital platforms are not likely to accept this type of intervention unless there is governmental 
or public pressure to do so379.

Refutation and behavioural interventions

Prebunking

The simplest actions range from presenting factually accurate information with the aim 
of preventing misinformation, to generic warnings about false and misleading information 
before it is spread115. According to scientific evidence376,441-446, the most sophisticated and 
effective actions can be based on: 

Addressing a specific subject for which false information content is explained and refuted 
before exposure to a real campaign376. This practice, commonly referred to as inoculation 
by experts, aims to build resistance.

Implementing logical reasoning mechanisms applicable to any subject to understand the 
techniques used to mislead and increase resistance. These mechanisms are based on 
identifying false experts, logical fallacies447, impossible expectations, biased selection of 
evidence, and conspiracy theories448.

Such actions strengthen our ability to identify misleading or false information during real 
campaigns. Inoculation requires deep strategic knowledge about the specific disinformation 
being addressed: how to present it, when to do so, etc.184,376,449. However, general escalation 
to the public and across multiple channels and themes is complex and requires further 
research184. Conversely, practices based on logical reasoning are more versatile, and promising 
developments, especially using games, exist that can be transferred to different contexts 
such as education or social networks376,449-454.

Debunking: psychological resistance to rectification

Although the refutation of false information reduces the level of deception and erroneous 
beliefs, its effectiveness in terms of society and for all types of misleading content is limited379. 
Nevertheless, experts highlight its usefulness compared to not taking any action115,379.

Rectification of false information should follow specific criteria to maximize its positive 
impact and have a long-term influence115,385,455 thus reducing resistance to refutation or 
the backfire effect. Experts379,456,457 propose practices based on repetition, empathy, the 
use of alternative explanations and generally trusted sources, as well as their selective 
application at the right time.

Mechanisms to pre-emptively 
prepare the public for the arrival 
of false information so they can 
refute it when they come into 
contact with it.

 · Logical fallacies: Arguments that appear to be valid but are not. These include ad hominem arguments, arguments from 
ignorance and argumentum ad populum, argument from authority, the straw man fallacy or argument from anecdote 
among others, or techniques such as the burden of proof fallacy, the slippery slope argument or the false dilemma fallacy.
 · Impossible expectations: This consists of the use of unachievable objectives or expectations to discredit or neutralize 
information. For instance, ‘PCR tests for coronavirus are not 100% accurate, so we should not bother to use them’.
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Progress in regulations 

Any of the proposed interventions, such as behavioral ones, run the risk of being instrumentalized 
by the very channels exploited by disinformation. Digital platforms and other actors may 
transfer the responsibility for detection and spreading disinformation to other external 
agents of the attention economy, users or other agents rather than taking responsibility 
themselves5. Regulatory steps may reinforce these steps and responsibilities5,115. 

Challenges of regulating

A large part of governmental and intergovernmental measures have focused on national 
security and institutionalization of the mission to detect, report and act against foreign 
disinformation campaigns458. This is the case for NATO459, foreign policies and counter-
intelligence349, in the EU, the European Centre of Excellence for Countering Hybrid Threats460, 
and actions at state level18,22. There is another focus aimed at increasing social resilience 
and the responsibilities of channels for disinformation458, with implementation of strategies 
and regulations5,169 within Spain and Europe.

However, this is a highly complex area, since conceptual understanding and knowledge of 
it are additional to other transversal challenges such as:

Conflict with fundamental rights: Freedom of speech22,99,353,461,462 and information463 should 
prevail, as should protection of democracy and its values4,5,7. Therefore, the criminalization 
or classification of information using the pretext that it is false should be avoided because 
it could undermine democracy and give discretion to the state461.

Neutrality, transparency and political mandate: States do not have the authority to decide 
what is truthful or false information, neither are they always neutral4,461. Transparency and 
checks in the development of regulations4, such as direct collaboration with civil society 
and the private sector4,346,362,363, as well as international cooperation can broaden the 
legitimacy of actions4. These are not incompatible with government actions4,464. Each of them 
presents risks and advantages, which means that both approaches should be employed4. 
Moreover, political mandate is not universal, for instance, within the EU142. Some countries 
or institutions may not be equally committed to tackling this problem, which constitutes 
another challenge142.

Responsibility: Experts highlight the progress made in both technical and human resources 
to enable attribution to instigators. On the other hand, they also indicate the need to 
consider the responsibility of digital platforms regarding the effects of their activities7,33,169. 
Defining what constitutes a means of communication affects its social, ethical and legal 
responsibilities. Some authors indicate that the classification of platforms as ‘technologies’ 
allows them to evade their transnational responsibility as mediators of information or even 
in terms of electoral moderation465. For instance, Google states that in the first half of 2023 
it showed 20,441 political adverts in the EU, which generated a profit of 4.5 million euros, 
while it rejected 141,823 political adverts because they did not pass identity-checking 
processes466. Along these lines, various recent advances in regulation at European level 
make direct allusions to the role of digital platforms as moderators.

Considering these challenges, experts note the importance of avoiding regulation aimed 
at content and focusing on mechanisms that counteract the phenomenon since, to a large 
extent, it can be considered a consequence of freedom itself4,37,467.

Establishing regulations about 
disinformation are complex as 
they may come into conflict with 
fundamental rights, there is no 
consensus on political mandate 
and there are difficulties 
determining the responsibility of 
social networks and digital 
platforms or the authorship and 
attribution of instigators.
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The European framework

The European framework has continually progressed in recent years (Key point 3). Even 
so, the effectiveness of the many instruments that comprise the European model has 
been called into question37,468-470, which may be related to their evolution from proposals 
focused on the self-regulation of digital platforms and social networks, such as the Code of 
Practice on Disinformation, to co-regulatory measures such as the recent Digital Services 
Act (Key point 3).

European regulations focus on a 
co-regulatory framework and 
highlight the importance of 
detecting and counteracting 
false information, coordination 
and joint actions, mobilization of 
the private sector and social 
resilience. Key point 3. Regulatory framework in the European framework.

(2015) the European External Action Service (EEAS) establishes its strategic communication 
division (Stratcom), which currently has four working groups, to monitor and discredit international 
disinformation affecting the European Union, coordinate EU response and collaborate with 
international partners349.

(2018) Publication of the European approach to tackling online disinformation28 and the report of 
the international group of experts that advises the EU11. These lead to the European Commission 
Action Plan against Disinformation29 and the voluntary  Code of Practice on Disinformation for 
the private sector (digital platforms, social networks and the advertising sector)471.

(2019)  Rapid Alert System (RAS)473 to exchange information and coordinate an early response.

The Digital Services Act is the most recent legislation on disinformation. It aims to assign 
responsibility for disinformation, among other aspects, to large digital platforms. 

(2020) Various measures:

• Communication: ‘Tackling COVID-19 disinformation - Getting the facts right’474, which 
examines steps against the infodemic.

• European Democracy Action Plan20, which addresses recommendations to revise and 
improve the Code of Practice on Disinformation and strengthen European foreign policies 
as well as attribution in this field32.

• After a series of assessments indicating an insufficient impact and low application of the 
Code of Practice on Disinformation in 2020469 and the strategy as a whole in 2021468, the 
Code is strengthened in 202268,475.

• Creation of the European Digital Media Observatory (EDMO)362 that brings together fact-
checkers, academic researchers, digital platforms and social networks, mainstream journalism 
and professionals in media literacy. There are specific regional observatories; the one for Spain 
and Portugal is called IBERIFIER363. The joint mission is to improve knowledge on disinformation 
in Europe and consolidate advances that enable implementation of effective public policies.

(2023) The Spanish Digital Services Act aimed at defining the responsibilities of digital platforms 
and legally consolidating a good part of the Code of Practice on Disinformation472,476. The Digital 
Markets Act aims to guarantee a competitive, fair digital sector, enabling innovative digital 
businesses to grow and ensure the online security of users477.

Foreign interference in European electoral processes is a subject of great concern for the EU, 
which has resulted in the Commission making recommendations to Member States478. In 2020, 
the European Parliament created a Special Committee for foreign interference in all democratic 
processes in the EU (ING 1)479 that was recently renewed (ING2)480.

Other steps are the proposal for Regulation on the transparency and targeting of political 
advertising280 and the European Media Freedom Act344. The Act aims to support and protect 
the plurality and independence of mass media in the EU354. The proposal for regulations called 
the AI Act also mentions related matters, such as the obligation to identify deepfakes created 
with artificial intelligence319.

The Digital Services Act is the 
most recent legislation on 
disinformation. It aims to assign 
responsibility for disinformation, 
among other aspects, to large 
digital platforms. 
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In Europe, within states, there are examples4,7 of co-regulatory frameworks as well as classic 
regulations, including financial sanctions, which make social networks responsible for false 
content and its elimination7. A case in point is France (partially reviewed by the Conseil 
Constitutionnel)481 or Germany482, among others. However, some experts suggest that this 
type of approach can have negative effects on freedom of speech or bring serious overload 
of the legal system7,9. 

Spain

Experts highlight that the Spanish regulatory framework and current public policies are based 
on the European framework70 (Key point 3), and this should continue to be the case4. Also 
in line with expert consensus, Spain is attempting to consolidate public-private cooperation 
and civil society in the fight against disinformation18,22,54 (Key point 4).

Today, putting the Digital Services Act into practice requires identification of a body that 
would guarantee and monitor compliance. Mechanisms related to attribution of content 
in mainstream journalism (e.g., Article 30 of the Spanish Criminal Code)46 may inspire the 
principle of the tiered subsidiary liability of digital platforms as information mediators. 

As with other hybrid threats or 
cybersecurity, Spain is 
progressing in the consolidation 
of a cooperative framework that 
combines the public and private 
sectors, and civil society to 
develop regulations and 
measures against 
disinformation. 

European actions are grouped around four main lines: building capacities to detect, analyse 
and expose disinformation, creating the mechanisms for joint coordination and actions, 
mobilizing the private sector and, finally, social awareness and resilience405. Some of the 
measures connecting the proposals are:

• Demonetizing disinformation68,469,471

• Regulating propaganda and techniques such as micro-segmentation4,7,9,280

• Algorithmic transparency and tolerable practices319,472

• Identification of deepfakes for what they are285,319

• Developing tools, regulations and incentives systems to access and strengthen scientific 
progress and the processes of fact checking in the digital sphere24,68

• Media literacy and public participation (mechanisms to report content and its labelling, 
safer design of the service architecture, etc.)

Key point 4. The Spanish experience in the fight against disinformation.

• (2019) Spain’s National Cybersecurity Strategy recognizes the danger posed by disinformation483, 
an area that is assigned to the authorities and organizations that form part of the DSN (the 
Spanish Department of National Security). The Spanish National Intelligence Centre (CNI) monitors 
the agents connected with disinformation campaigns on a domestic level, and when there is 
foreign involvement, national law enforcement forces and agencies collaborate, each within their 
field. The National Cryptologic Centre (CCN) dependent on the CNI forms a disinformation unit.

• (2020) the DSN:

◊ Publishes the procedure for action against disinformation464, with the backing of the 
European Commission.

◊ Creates the group of civil society experts who, alongside the representatives of public 
administrations, will jointly analyse the threat and possible strategies to fight against it 
using social, information, technological and regulatory means.

• (2021) Major update of the National Security Strategy of Spain includes the risks derived 
from disinformation campaigns and the challenges of managing the risks22; specific threats 
are covered in annual national security reports since COVID-1954,484,485.

• (2022) National Forum against Disinformation Campaigns, where civil society, the private 
sector and public institutions cooperate in an advisory capacity in nine working groups that 
address all dimensions of the problem346.

• (2023) The group of experts, the Forum and public institutions involved coincide on the 
need for a national strategy against disinformation and to work together on developing it18
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Many international initiatives 
exist, indicating the need to 
refine regulations regarding 
electoral content online, 
prioritizing the privacy and 
voting independence of citizens. 

Key aspects to halt the advance 
of disinformation are 
developments in multi-
disciplinary knowledge about 
the threat and consolidation of a 
national strategy in diverse 
dimensions.

The private sector, a necessary ally

Large digital platforms and social networks have progressively implemented various types 
of mechanism and initiatives for moderation19,24,59,67,99. For instance, they periodically publish 
progress reports465 on their implementation of the Code of Practice on Disinformation (Key 
point 3). Evidence indicates the importance and usefulness of including mechanisms such 
as fact-checking, rectification, and trust-building in the digital ecosystem. However, some 
studies also highlight the negative aspects of implementing these mechanisms115,486.

Despite many initiatives, experts indicate the need for greater transparency and access to 
data for the research community to advance knowledge about disinformation and enable 
public policies5,24,101,342. The platforms and networks are key actors in the fight against this 
threat, and their cooperation and collaboration are necessary18,67,475.

Privacy, security and elections 

Political advertising during election periods is strictly regulated in the European Union in 
audiovisual and written media. However, most social networks are not covered by these 
measures5. Experts link the protection of electoral processes, equating them with critical 
infrastructures, with the implementation of advances in cybersecurity, regulation of online 
campaigns, data protection and the privacy of the public in an attempt to avoid potential 
abuse derived from personalized propaganda or other threats2,5,7,10,228.

Regarding elections themselves, the EU has made recommendations for action ( Key point 
3) that Spain has followed, such as the creation of the Network for Coordination of Security 
in Electoral Processes487. The group of experts formed at the Spanish Department of National 
Security have made specific proposals of a strategic nature to strengthen democratic 
resilience against disinformation in the long term67. Specifically, experts highlight the need 
to tackle reform of Organic Law 5/1985 on the General Electoral System in order to avoid 
interference and guarantee a framework that minimizes the impact of disinformation10,67. 
Countries like Canada488,489, the USA490 or New Zealand491 but also neighbours492 such as 
France493, Ireland494 or the United Kingdom495 have included or are working on reforms in their 
electoral regulations. Among other aspects, these aim to improve transparency regarding the 
content and distribution of political advertising online and offline or reinforce institutional 
communication, about which there is also a European proposal280. These initiatives can 
serve to guide Spain in this sphere67.

A strategic, participative vision of the future 

To address the complexity of disinformation, experts highlight the importance of a systemic 
approach59,405 that can develop into a National Strategy identifying the weaknesses, principles 
and objectives of the fight18,22. This approach should combine the foreign policies of states 
with a reinforcement of security and social resilience, connecting the different actors involved 
and putting them at the centre of defending democratic values5. This will require each of 
the actors to accept individual responsibility and build trust between them, whether they 
are the media, citizens, public institutions or political agents5,18,33.

These goals will necessitate further development of knowledge about disinformation and 
mapping of its agents, which is, by definition, a multi-disciplinary task18. It is important to move 
forward with large-scale studies and combined assessment of the various mitigation actions 
in order to design effective strategies, and to use prospective research to plan long-
term tactics5,24,101,115. Another element that could foster integration and representation 
within institutions and public policies is to professionalize the sector.

Digital platforms have taken 
measures to mitigate 
disinformation, but not enough. 
The regulatory framework 
attempts to define their 
responsibilities in this area but 
also sees them as necessary 
allies in terms of co-regulation.
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• The digital age facilitates an unprecedented amplification of disinformation and other information 
disorders, which constitute a major risk for democracies.

• Handling disinformation is a challenge because it implies protecting and expanding citizen rigjts 
without restricting others such as freedom of expression.

• The success of a disinformation campaign does not necessarily reside in generating false beliefs, but 
in the creation of confusion, distrust and division, alongside its amplification of bias and prejudice. To 
achieve their aims, its instigators usually exploit affective components and replace truthfulness with 
verisimilitude. The goal is to achieve structural changes in the public’s perception rather than specific 
short-term effects.

• Disinformation in the digital age is favored by an environment where traditional intermediation and 
information flow blur: anyone can generate content, disseminate it, and share it. This results in an 
information explosion of varying quality that hinders the identification of truthful content, creating 
uncertainty

• Disinformation is explained within a socio-political context where the crisis of democratic trust, 
geopolitical situations, social and psychological factors, and the digital business model itself, 
supported by opaque and constantly evolving technologies, play a very significant role

• Although consensus exists about the risks and need to start up mechanisms to combat disinformation, 
the complexity of this phenomenon makes its comprehensive analysis difficult.

• Calls are being made on the responsibility and cooperation of all agents (politicians, the media, 
business) to prevent the exploitation of uncertainty and false and misleading information.

• Democratic institutions and their guarantors should foster a dialogue with the public that reinforces                    
trust and is tailored to the new informational context.

• Measures to combat disinformation have the ultimate goal of achieving digital and media literacy, as 
well as making society as a whole more resilient.

• The European framework promotes steps aimed at defending and strengthening democracy against 
disinformation, and at consolidating mechanisms that fight it in a systemic way. This ranges from 
attribution of responsibilities or demonetizing content, to extending the freedom and plurality of the 
media or the moderation of online electoral content.

• New developments in artificial intelligence could represent a turning point for disinformation. Although 
this technology increases the scope and danger of the threat, it also offers new opportunities to 
detect and combat false and misleading information.

Key concepts

Likewise, cooperation must go beyond the private sphere and reach the whole of civil society, 
in line with the National Forum on disinformation (Key point 4), and cover an international 
context18,70. Given the sensitivity of this phenomenon, key considerations should be the 
transparency of actions undertaken by all actors, whether public or private, in addition to 
public accountability5. Bearing in mind the rapid, continuous developments in this field, 
we need adaptable, dynamic, up-to-date tools70. This could benefit from the development 
of new platforms for public debate and media literacy, not only to increase resilience to 
false information but also to strengthen the social framework. This would generate strong 
foundations, forming a cornerstone for strategies whose mission is to defend democracy, 

like the fight against disinformation5.
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